
Electrical Stimulation of Living Organisms and a Theory of a Center 
of Cancer Formation

Abstract
Electrical conductivity plays a crucial role in the life of organisms. 
Based on electrical conductivity, there are such processes as 
neural information transfer, which allows a living organism to 
receive information and respond to it within the shortest time 
possible. Nonetheless, in addition to transmitting information, 
electrical conductivity gives us the ability to encode this 
information, execute control processes, and launch a complex 
system of reflex-related, behavioral, and mental processes. The 
control of all functional systems of our body is based on electrical 
conductivity. In-depth study of electrical activity of the body will 
allow us to make an important assumption in this review about the 
presence of a functional-controlling system in malignant tumors. 
A deep understanding of the basics of electrical stimulation and 
signal conduction will give us insights into the system of control 
and synchronization between our central processor (brain) and 
other functional systems that we need for proper functioning of 
the human body; these systems are also capable of killing the 
body.

Introduction
The central nervous system plays a key role in all processes of 
internal regulation of the body. Central nervous system signal 
transmission is based on electrical activity, which allows complex 
signals to be transmitted at a distance and to regulate the processes 
of subtle interaction of all parts of the body. This makes it possible 
to assume that any complex processes taking place inside our 
body are under the complete control of our central nervous 
system. Studying the complex mechanisms of electrical impulses 
and their transmission within our body enables us to understand 
how artificial stimulation can affect various processes and organs 
of our body. And the visceral theory allows us to assume that all 
organs at a certain moment are synchronized with our brain, as 
a result of which we receive synchronized and accurate work of 
the whole organism [1]. It is this theory that makes it possible to 
assume that such complex processes as cancer, which are well 
innervated and supplied with blood, have their own synchronous 
signal that can be calculated and desynchronized. This review 
makes it possible to understand that this theory has the right to 
be and can be easily verified experimentally.

Electrical Stimulation
What is electrical stimulation? Electrical stimulation is a dosed 
stimulatory effect of an electric current on organs or systems of 
the body. There are three types of stimulation that will be discussed 
in detail here: 1) direct-current stimulation; 2) alternating-current 
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stimulation; 3) complex frequency stimulation with a modulated 
current.

Transmission of Electrical Impulses as a Method of 
Intercellular Transmission of Information
Why is the electric current being scrutinized in our review? It is 
known that the mammalian body has two main systems for the 
transmission of information over long distances: the hormonal 
and nervous. The former system is not included in our review; 
the latter is a fundamental system because it is involved in the 
transmission of nerve impulses and is characterized by a high 
rate of transmission of an electric impulse, i.e., information that 
must be delivered from one point in the body to another. A neuron 
is the main cell type of the body’s central nervous system, and 
the neuron’s functionality is based on changes in the electrical 
potential of the membrane. Accordingly, understanding the 
electrical functionality of this cell will help us determine how 
the neuron is affected by an electric current. All cells in our body 
have a difference in potential between two sides of the plasma 
membrane. The membrane potential of nerve and muscle cells 
remains constant for a long time, unless the cell is activated by 
some external factor. The resting potential of these cells is always 
negative. In mammals, this potential ranges from −55 mV to 
+100 mV, except for smooth muscle cells whose resting potential 
is lower than −30 mV. The transfer of information through cells 
occurs through an action potential.

An Action Potential (AP) is the mode through which a neuron 
transports electrical signals. It is defined as a brief change in the 
voltage across the membrane due to the flow of certain ions into 
and out of the neuron.

Usually, the membrane potential in Central Nervous System (CNS) 
neurons changes from −70 mV to +30 mV and then returns to its 
original state, i.e., to −70 mV. The action potential is characterized 
through research on electrical phenomena on the plasma 
membrane.

At the electrical level, changes begin as a change in the polarized 
state of the membrane to depolarization. First, depolarization 
takes the form of a local excitatory potential. Up to a critical level 
of depolarization (approximately −50 mV), this is a relatively 
simple linear decrease in electro negativity, proportional to the 
strength of the impacting stimulus. Then, steeper self-reinforcing 
depolarization begins; it does not develop at a constant speed 
but rather with acceleration. Figuratively speaking, depolarization 
accelerates so much that it jumps over the zero point without 
being affected by it and even turns into positive polarization. 
After reaching a peak (usually +30 mV), a reverse process begins: 
repolarization, i.e. restoration of negative polarization of the 
membrane.

We will briefly describe electrical phenomena during the flow of 
the action potential:

The ascending branch of the chart:

• Resting potential: the initial normal polarized electronegative 
state of the membrane (−70 mV);

• An increase in local capacity is proportional to the stimulus-
driven depolarization;

• A critical level of depolarization (−50 mV): sharp acceleration 
of depolarization (owing to self-opening of sodium 
channels), at this point, the spike—the high-amplitude part 
of the action potential—begins;

• Self-reinforcing steeply increasing depolarization;
• Zero point transition (0 mV): a change in membrane polarity;
• “Overshoot”: positive polarization (inversion, or reversion, of 

the membrane charge);
• The peak (+30 mV): the peak of the membrane polarity 

change, the peak of the action potential.
• The descending branch of the chart:
• Repolarization: restoration of the previous electro negativity 

level of the membrane;
• Transition through the zero point (0 mV): a reverse change 

of membrane polarity to the previous negative one;
• Transition to the critical level of depolarization (−50 

mV): termination of the phase of relative refractoriness 
(nonexcitability) and a return of excitability;

• Residual processes (residual depolarization or residual 
activated hyper polarization);

• Restoration of resting potential: the normal one (−70 mV).
• To sum up: first, depolarization, then, repolarization. First, 

loss of electro negativity, then, restoration of electro 
negativity.

Ion flows play a fundamental part in action potential conductivity. 
Ions are the creators of electrical potentials in nerve cells. In live 
cells, the main “electrical work” is performed by cations because 
they are more mobile. Electric currents in cells are the flow of ions.

Therefore, it is important to understand that all electric currents 
that pass through the membrane are ion streams. At the 
chemical level, when describing propagating excitation, we 
must consider how characteristics change for the ion flows 
passing through the membrane. The key point in this process is 
that during depolarization, the flow of sodium ions into the cell 
increases sharply, and then it suddenly stops at the spike of 
the action potential. The incoming flow of sodium only causes 
depolarization because sodium ions bring positive charges into 
the cell (thereby reducing electro negativity). Then, after the 
spike, the outward flow of potassium ions increases significantly, 
which causes repolarization. After all, potassium carries positive 
charges out of the cell. Negative charges mostly remain inside the 
cell, thus increasing the electro negativity. This is the restoration of 
polarization due to the outgoing flow of potassium ions. Note that 
the outgoing flow of potassium ions occurs almost simultaneously 
with the appearance of the sodium flow but increases slowly and 
lasts 10-fold longer. Despite this duration of the potassium flow, 
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the ions themselves are not consumed much: only one millionth 
of the potassium reserve of the cell (0.000001 part) is consumed 
(Figure 1).

Figure 1: The ascending branch of the action potential graph denotes the entry of 

sodium ions into the cell, and the descending branch indicates the exit of potassium 

ions from the cell.

All three parameters of the excitation process—electrical, 
chemical, and structural—are necessary for understanding its gist. 
Nonetheless, it all starts with the functioning of ion channels. It 
is the state of ion channels that determines the behavior of the 
ions, and the behavior of the ions in turn determines electrical 
phenomena. Suppose the process of excitation of the sodium 
channels gets started (Figure 2).

Figure 2: Graph of the distribution of the action potential in time.

At the molecular-structural level, the opening of membrane 
sodium channels occurs. Initially, this process is proportional to 
the magnitude of an external stimulus and then becomes simply 
“unstoppable” and massive. The opening of the channels allows 
sodium to enter the cell and causes depolarization. Next, after 
~2 ms to 5 ms, they are automatically closed. This closing of the 
channels abruptly cuts off the movement of sodium ions inside the 

cell and consequently cuts off the growth of the electric potential. 
This growth stops, and we see a spike in the chart. This is the top 
of the curve in the graph, then the process will go in the opposite 
direction. Of course, it is intriguing that sodium channels have two 
gates and open with activation gates and close with inactivation 
gates. This should have been discussed earlier, in the subsection 
about excitation. We will not stop there.

In parallel with the opening of sodium channels with a small 
lag, there is increasing opening of potassium channels. They 
are slow compared to sodium channels. Opening of additional 
potassium channels increases the outflow of positive potassium 
ions from the cell. The outflow of potassium counteracts “sodium” 
depolarization and restores polarity (restoration of electro 
negativity). On the other hand, the sodium channels are ahead 
of the potassium channels, they work ~10-fold faster. Therefore, 
the incoming flow of positive sodium ions into the cell is ahead 
of the compensatory outflow of potassium ions. This is why 
depolarization is developing at a faster rate than does the counter 
polarization caused by the leakage of potassium ions. This is why 
until the sodium channels are closed, the polarization recovery will 
not begin. It is important to note that the principle of ion channels 
underlies the conduction of all electrical signals through nerve 
cells; although potassium and sodium ions are the main ones, 
these can be supplemented by other ions (calcium and chlorine 
ions in the conduction of cardiomyocytes).

Generation of impulse discharges during prolonged 
depolarization
Conduction through a nerve occurs only in the form of action 
potentials; therefore, all information transmitted through nerve 
fibers over long distances must be presented in a “coded” 
form, namely, as the frequency of firing of action potentials. In 
receptor membranes that receive sensory stimuli, slow long-
term potential changes develop; synaptic potentials of nerve cells 
also add up, causing slow changes in the membrane potential. 
For the information contained in these slow potential shifts to be 
transmitted through nerves, it must be encoded, i.e., converted 
into discharges of nerve impulses of a certain frequency.

The generation of rhythmic impulses. (Figure 3) shows how the 
nerve cell responds to stimulation with a current of 1 nA and 4 nA. 
The introduction of a weak current (1 nA) causes slow electrotonic 
depolarization, which increases until it reaches a plateau (an 
intermittent curve). Nevertheless, even before getting to this 
final level, depolarization reaches the threshold and initiates an 
action potential. During repolarization, the membrane potential 
goes beyond the resting level, forming a hyperpolarization phase, 
and next slow depolarization resumes; after ~0.5 s, the potential 
reaches the threshold again and another action potential occurs. 
This cycle can be repeated as long as there is a depolarizing current; 
persistent depolarization is converted into rhythmic discharge of 
action potentials with a frequency of approximately 2 Hz. With a 
stronger current, approximately 4 nA, the same processes take 
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place in principle as those at 1 nA, but the rate of increase and the 
amplitude of stationary depolarization (dashed curve) increases, 
and, consequently, the frequency of action potentials increases, 
which is initially 7 Hz and then decreases to 4 Hz. This slow decline 
in frequency during a constant stimulus is typical and is called 
“adaptation”. The end result in both cases is that the amplitude of 
the excitatory current (or persistent depolarization) is encoded as 
the corresponding frequency of action potentials.

Figure 3: Rhythmic discharge of impulses caused by prolonged transmission of 

anexcitatory current. Top: Current 1 passing through the neuron does not cause 

an electrotonic depolarizing potential, which reaches a stationary level of ~20 mV 

(dashed curve), if it does not exceed the threshold for generating an action potential. 

The rhythmic repetition of action potentials continues throughout the entire period of 

passage of the excitatory current. Bottom: Anexcitatory current of a higher amplitude 

causes an electrotonic potential that reaches a level of almost 0 mV (dashed curve), 

unless a high-frequency series of action potentials is triggered.

The next important stage of the conduction of the electrical activity 
(signals) is the intercellular interference. This is due to the fact 
that after the signal is passed through the cell, this signal must be 
transmitted to another cell, and the transferred information must 
not be lost.

Transmission of an electrical signal between cells
Transmission of an electrical signal between nerve cells (chemical 
transmission): The most important type of the transmission of an 
electrical signal between cells is the transmission of such a signal 
through nerve cells. Also important are the mechanisms behind 
the transmission of the electrical signal between cells without 
losing basic properties of the electrical signal, such as frequency 
and amplitude. Let us review in more detail the connection 
between nerve cells, or rather the synaptic transmission and its 
most important component: the synaptic gap. (Figure 4) shows 
the key components of a chemical synapse.

The action potential depolarizes the pre-synaptic terminal of 
the nerve cell. This causes a local release of a neurotransmitter 
from this terminal into the synaptic gap that is formed between 
the pre- and postsynaptic cells. The neurotransmitter diffuses 
to the plasma membrane of the postsynaptic cell. There, it 
binds to specific receptors, resulting in ion channels’ opening 
in the membrane. Ion currents passing through them change 
the membrane potential of the postsynaptic cell, for example, 
depolarize it to the threshold level at which an action potential 
fires.

Let us examine in more detail the transmission of an electric 
impulse from motor neurons to a muscle fiber (Figure 2). The sites 
of motor nerve endings on muscle fibers are called “end plates.” 
During motor neuron stimulation, a microelectrode inserted into 
the end plate of the muscle fiber registers end plate potential: 
rapidly increasing depolarization followed by a return to the resting 
potential with a time constant of ~5 ms. 

Figure 4: Structure of components of a chemical synapse.
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This constant roughly corresponds to the discharge time of the 
membrane container. When the microelectrode inserted into the 
muscle fiber is removed from the end plate, the registered potential 
declines, and its duration increases. Therefore, it behaves as an 
electrotonic potential caused by a local current pulse.

The current of the end plate entering the muscle fiber when this 
potential is maintained can be measured by the fixation method 
(Figure 5). The current input is limited to the region of the end 
plate; from here, it flows inside the fiber longitudinally and exits 
it outward outside the end plate. To identify the ionic nature of 
this current, its dependence on potential is determined. Using 
the potential fixation method, the membrane potential is set at 
−120 mV to +38 mV. At approximately −10 mV, the current of the 
end plate changes its direction. By varying ion concentrations, 
researchers have shown that this event is driven by a relatively 
nonspecific increase in membrane conductivity for Na+ and K+, 
leading to equilibrium potential of approximately −10 mV. The 
current of the end plate exists for a much shorter period than its 
potential does; the current weakens within a few milliseconds: the 
faster it does, the greater is depolarization.

Figure 5: Direct neurotransmitter action.

The amplitude of end plate potentials is reduced to a sub threshold 
level if the extracellular concentration of Ca2+ is diminished. 
Normally, this single potential depolarizes the membrane by at 
least 30 mV, which is significantly higher than the threshold value; 
as a result, an action potential is generated that spreads along the 
muscle fiber and causes myofibrils to contract. The initiation of 
the action potential means that there was a synaptic transfer of 
excitation from the motor axon to the muscle fiber (Figure 6).

Near the end plate, when the nerve is stimulated, rapid growth 
of the potential and a briefer negative (positive ions enter the 
fiber) current are registered. At a distance (2 m and 4 m) from 
the end plate, its potentials gradually decrease and become later 
and later and turn positive. This shows that the current enters the 
muscle fiber only in the region of the end plate, and the change 
in its potential extends electrotonically over a distance of several 
millimeters.

Figure 6: Potentials and currents of the end plate at different distances from it.

Gap junctions (electric transmission): After the concept of 
chemical synaptic transmission became generally accepted 
(approximately between 1930 and 1950), to the great surprise of 
experts, it turned out that intercellular transmission of excitation 
can also be carried out electrically [2]. Its principle is illustrated in 
(Figure 7A). Two neighboring cells are adjacent to each other so 
closely that the resistance of their two membranes to the electric 
current flowing through them is comparable to the resistance of 
the rest of the non-synaptic region of the membrane. When cell 1 
is excited, sodium current (INa) enters it through the open sodium 
channels and exits through as yet unexcited sections of the 
membrane; in this case, a part of the current enters cell 2 through the 
membrane contact section, causing its depolarization. Of course, 
here, the depolarization level is much lower, by approximately 10-
fold, than that in cell 1 (Figure 7); however, it may be higher than 
the threshold for generating an action potential in cell 2. 

Figure 7: Electrical synapse. A. the distribution of the currents. When cell 1 is excited, 

a sodium current (INa) enters it. It is connected to cell 2 by a nexus (slot contact). 

Part of the current entering cell 1 passes through the nexus to cell 2 and causes it to 

depolarize. B. The current pulse (red graph) acting on the presynaptic cell causes the 

generation of an electrotonic potential, which triggers an action potential in it. The 

potential that appears in the postsynaptic cell after the current passes through the 

nexus is a reduced similarity to the presynaptic potential.
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This depolarization is often sub threshold, and then cell 2 is excited 
only as a result of the summation of synaptic potentials resulting 
from chemical or electrical transmission from other cells [3].

Accordingly, let us list the main characteristics that distinguish 
chemical synaptic transmission from electrical transmission.

1. In the chemical synapse, the postsynaptic current is generated 
by the opening of channels in the postsynaptic membrane 
and is caused by ionic gradients of the postsynaptic cell.

2. In the electrical synapse, the source of the postsynaptic 
current is the membrane of the pre-synaptic cell. There is 
no chemical mediator, and all factors affecting its release 
and action (for example, a reduction in the extracellular 
concentration of Ca2+ or elimination of neurotransmitter-
degrading enzymes) do not affect the transfer of excitation.

Gap junctions: Ions that carry electric currents cannot pass 
through lipid membranes, and therefore channel proteins are 
necessary for their transport within “membrane contacts” 
between electrically coupled cells. These intercellular connections 
are called “gap junctions” (Figure 8). 

Figure 8: Structure of gap junctions. Connexon.

In each of the two neighboring cells’ membranes, connexons are 
regularly distributed at small intervals and penetrate the entire 
thickness of the membrane; they are arranged so that at the point 
of contact of the cells these proteins are opposite each other 
and their lumens share the same axis. The channels formed in 
this way have a large diameter and therefore high conductivity 
for ions; even relatively large molecules with a molecular weight 
of up to 1000 Da (~1.5 nm width of the core) can pass through 
them. Connexon consists of up to six subunits with a molecular 
weight of approximately 25,000 Da each. Gap junctions are 
common in the CNS of vertebrates and usually connect groups 
of synchronously functioning cells. Such contacts are also 
characteristic of invertebrates.

Functional syncytia: In tissues that are not related to the nervous 
system, cells are also often connected by gap junctions. When 
talking about the transmission of excitation, we should first 
mention the myocardium and smooth muscles, where these 
contacts create a functional syncytium. Here, the excitation passes 
from one cell to another without a noticeable pause or decrease in 
the amplitude of the action potential at the border. In such organs, 
it is important to regulate the gap junctions; in fact, their channels 
are closed when pH decreases or the concentration of Ca2+ 
increases. This inevitably occurs in the case of cell damage or 
severe metabolic disorders. Due to this mechanism, the affected 
areas are isolated from the rest of the functional syncytia, and 
the spread of the pathology is limited (for example, in myocardial 
infarction). In addition to these excitable tissues, there are many 
others (in particular, all epithelia, liver tissues), where cells are also 
connected by gap junctions. In principle, this type of connection 
is inherent in any cell type in the early stages of embryonic 
development, when all cells are connected to each other via gap 
junctions and retain them until the stage of differentiation into 
organs. The role of such contacts in non excitable cells is unclear. 
Through them, many small molecules can be exchanged; it is 
possible that this is important for metabolism. Through the gap 
junctions, intracellular secondary mediators may also diffuse, 
transmitting signals that regulate cellular processes throughout 
the tissue. Given the widespread presence of gap junctions, it 
seems surprising that they are not used for synaptic transmission 
everywhere in the nervous system. Apparently, more complex 
chemical synapses provide such high specificity and regularity 
of intercellular communication that they have largely replaced 
electrical ones (Figure 9).

Inhibitory electrical synapses: The gap junction is the most 
common type of electrical synapse, but there are others. For 
example, inhibition can also be conveyed electrically. In this 
case, the action potential of specially arranged pre-synaptic 
fibers generates a local positive potential of such amplitude (in 
the extracellular space around the postsynaptic axon) that axon 
depolarization cannot attain the threshold level, and the action 
potential is blocked [4].

Thus, we addressed in detail the transmission of an electrical 
signal at the cellular level and showed how information is 
transmitted inside our body through an electric impulse. Now we 
need to go to more complex levels of electrical action and analyze 
the influence of an electric current (and its characteristics) on such 
complex systems as human behavior and on its most complex 
physiological parameters and to see how electrical stimulation 
can promote pathological changes in the human body and may 
also lead to their reversal.

An electric current, Electrical Stimulation of the Brain (ESB), and 
its effect on behavioral processes
There is a huge gap between our knowledge of electrical 
phenomena at the cellular level and our understanding of the 
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Figure 9: Functional syncytium.

mechanisms underlying responses of the whole body. How can 
activities such as walking, problem solving, or thinking is explained 
in terms of cell membrane polarization and repolarization? Of 
course, behavioral reactions are impossible without corresponding 
spike potentials and ion exchange, but they are also impossible 
without the consumption of sugars and oxygen; therefore, we 
must distinguish the main nonspecific processes of cell activity—
cellular metabolism—from processes specifically related to 
behavior. Electrical activity of neurons seems to play a dual role: 
on the one hand, it is a manifestation of cell metabolism, and on 
the other, it is a way to transmit encoded information. The ability 
to transmit encoded information is the most important and least 
understood property of a neuron, i.e., a functional unit of neural 
communication.

Our knowledge on the physical and chemical foundations 
of biological activity, which have been addressed in many 
works [5–7], allows us to formulate the following postulates: 
1) no behavioral act, including its mental components, is 
possible without the emergence of negative potentials that are 
accompanied by electrical and chemical shifts at the cellular level; 
2) the membrane depolarization artificially caused by an electric 
current or a chemical substance can be followed by a behavioral 
reaction detectable by an observer; 3) even though behavior is very 
complex and many of its parameters are insufficiently studied, 
they are governed by the laws of physical and chemical processes 
that can be studied experimentally.

The apparent simplicity and constancy of muscle contraction 
can lead to erroneous conclusions because in fact contractility 
is an incredibly complex phenomenon involving. i) depolarization 
of the resting membrane; ii) changes in its permeability; iii) 
extremely rapid exchange of potassium, sodium, and other ions; 
iv) the emergence of electric fields; v) changes in the orientation of 
protein molecules in the muscle fiber accompanied by shortening 

of polypeptide chains; vi) decomposition and synthesis of 
adenosine triphosphate; vii) exchange of phosphate residues; viii) 
decomposition of hexose phosphate into lactic acid; and ix) many 
other biochemical reactions that proceed in an orderly fashion in 
the muscle fiber according to a genetically predetermined plan, 
regardless of the nature of the agent that caused them. The 
mechanisms of contraction and relaxation of the muscle fiber 
are embedded in the structure of its cells. An electric current, 
like the nervous system itself, only triggers all these processes. 
This principle is fundamental for understanding the control of 
biological functions by electricity.

In brain research, as in the study of muscle, it is best to use an 
electric current because it does not damage cells and allows an 
investigator to repeatedly analyze the same biological process. 
With the help of an electric current, we can activate the functional 
mechanisms inherent in cell structure and find out their possible 
involvement in spontaneous behavior. Using ESB, an investigator 
can control a variety of functions (cell movement or secretion by 
glands) or specific mental processes, depending on the purpose 
of the study. After the mastery of the technique of electrode 
implantation into the brain of animals, great progress has been 
made in the research on the impact of an electrical signal on 
animal behavior. In some chimpanzees, so many electrodes 
have been inserted into the brain that the total number of their 
contacts with the brain reached 100, and no neurophysiological 
or behavioral disorders were observed in this experiment; some 
monkeys managed to insert electrodes into such vitally important 
and finely organized structures as the respiratory center of the 
medulla oblongata. Furthermore, these experimental data were 
applied to a person. Experience has confirmed the safety of long-
term implantation of electrodes into the human brain, and this 
method has long been used in specialized clinics in many countries 
around the world for the treatment of thousands of patients with 
epilepsy, involuntary movements, phantom pain, pathological 
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feelings of anxiety, and other diseases of the central nervous 
system. Usually, several thin electrodes (a total of 20 contacts to 
40 contacts) are implanted into surface or deep structures of the 
brain. In some patients, the electrodes have stayed in the brain for 
many years, without causing any adverse effects. Implantation of 
electrodes for a long period makes it possible to make a thorough 
time-limited diagnosis as well as to implement multiple electrical 
stimuli or strictly regulated electrocoagulation, depending on the 
nature of a disease. In addition, we can learn important information 
on the interdependence of mental and neurophysiological 
processes, thereby obtaining specific knowledge about the 
cerebral mechanisms of human behavior.

Experiments conducted by Jose Delgado [8], with Paddy 
the chimpanzee made it possible to investigate complex 
characteristics of behavior in the primate order. Paddy led a 
normal life in a cage, while on her head, a reinforced stimoceiver 
telemetrically transmitted electrical activity of her right and left 
amygdala nuclei to an adjacent room, where these signals were 
received, recorded, and automatically analyzed on a computer 
connected to this system. This machine was trained to recognize 
certain types of waves-so-called spindle flashes-that normally 
occur in both amygdala nuclei several times a minute and last ~1 
s. The computer was also trained to turn on the transmitter, and as 
soon as the spindles appeared, radio signals were sent to Paddy’s 
brain, which stimulated a certain region of the reticular formation; 
the excitement at this site suppressed the spindle flashes. In 
this way, the emergence of a certain type of EEG pattern in one 
structure of the brain caused electrical stimulation of another 
structure, and the entire process of decoding information and 
sending signals was carried out by the computer. The results of the 
experiments revealed that 2 hours after feedback was established 
in the brain–computer–brain system, spindle flashes (reflecting 
the activity of the amygdala nuclei) occurred half as often, and 
after daily 2 hours sessions of electric stimulation for 6 days, this 
type of activity decreased to 1% of the normal frequency of its 
occurrence; at the same time, the animal became calmer and less 
alert and active when behavioral tests were conducted, although 
it continued without errors to perform tasks involving visual and 
olfactory analyzers. After that, the computer was shut down, and 2 
weeks later, Paddy’s EEG and behavior returned to normal.

It should be noted that the scientific literature now contains quite 
a lot of data indicating amazing effects of ESB. For example, a 
researcher can stop the heart for a few moments, slow down or 
speed up its rhythm by appropriate stimulation of certain cortical 
and sub-cortical structures, and thus demonstrate that the brain 
controls the heart, and not the other way around. With the help 
of ESB, the researcher can change the frequency and amplitude 
of respiratory movements, peristalsis, and the secretory function 
of the stomach, arbitrarily adjust the diameter of the pupils from 
maximal constriction to maximal dilation, like the aperture of a 
camera, by simply changing the magnitude of electrical stimulation 
of the hypothalamic parts in the brain [9]. By means of ESB, an 

investigator can influence most of autonomic functions as well as 
sensory perception, motor activity, and mental functions. Instead 
of analyzing each experiment in detail, we chose a few typical 
examples to illustrate the main features of electrical control of the 
brain and the resulting behavioral changes.

Electrical stimulation of the motor cortex of the right hemisphere 
in a cat can cause the left hind leg to bend, and the amplitude 
of movement will be proportional to the applied current. For 
instance, in one of the experiments, when the animal’s initial 
position was on all four legs, a 1.2 mA current caused slight 
flexion of the paw, which was thus slightly lifted off the floor. When 
stimulated by a current of 1.5 mA, the paw rose 4 cm, and when 
the current was 1.8 mA, the flexion was complete. This movement 
developed gradually, reached its maximum within 2 seconds, and 
continued until the electric stimulation stopped. This movement 
could be repeated any number of times and was accompanied 
by adaptation of the entire body posture of the animal, including 
lowering of the head, raising of the pelvis, and slight shifting of 
the center of gravity to the left, in order to maintain balance while 
standing on three legs. The electrical stimulation did not cause 
any emotional disturbances: the cat remained as active and 
friendly as ever, rubbing its head against the experimenter, looking 
for human affection and purring.

Another one of Delgado’s elegant studies was conducted to 
investigate the effect of ESB on aggressive animal behavior. This 
study was carried out in a monkey colony with changes in its 
composition to gradually raise the social position of one of the 
animals, a female named Lina, who in the first group, consisting of 
four monkeys, occupied the lowest position, in the second group 
was the third, and in the third group, the second. The social position 
of the animal in a group was evaluated during long control periods 
using the following criteria: frequency of spontaneous approaches 
and sexual intercourse, the order of food intake, and a location 
occupied in a cage. In each of the three groups, for 2 days in a 
row, radio stimulation was applied to the posterolateral nucleus in 
Lina’s visual tubercle for 5 seconds every minute; the stimulation 
session was performed in the morning and lasted for 1 hour. In all 
cases, the brain stimulation caused Lina to run around the cage, 
climb the ceiling, lick her lips, emit screams, and, depending on her 
position in the group, attack other animals. In group 1, where Lina 
had a subordinate position, it tried to attack another monkey only 
once, whereas it was threatened and attacked 24 times. In group 
2, she became more aggressive (24 attacks), and was attacked 
only 3 times, and in group 3, Lina attacked other monkeys 79 
times and was not threatened once. In no group was there any 
change in the frequency of approaches between animals before or 
after the experiments; this shows that Lina’s aggressiveness was 
caused by an electric shock to the brain. These studies by Jose 
Delgado perfectly illustrate the crucial role of electrical stimuli 
in all physiological processes, both simple and highly organized 
ones.
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A great deal of research on the effects of electrical stimuli on 
various functions of the human body has been conducted in 
Lebedev’s laboratory. He has shown that the use of Transcranial 
Electrical Stimulation (TES) by means of a thermal power 
unit affects many parameters of fundamental systems of the 
mammalian body. Let us take a look at the main findings.

An analgesic effect: To obtain an analgesic effect, optimal 
parameters of the electrical stimulation were selected at the 
beginning of the experiments. The analgesic regimen was found 
in wide-ranging screening experiments on various animal species 
with the registration of the intensity of different types of reactions 
to acute pain or their timing in response to amniotic pain stimuli 
(pain tolerance); pain stimuli of different physical nature were 
applied.

At the first stage, the efficiency of electrical parameters was 
assessed, and among them, output was stabilized by voltage. 
Rectangular pulses were employed with a frequency between 
50 Hz and 3.5 kHz and duration between 0.1 ms and 1.0 ms in 
the presence or absence of an additional constant component. 
The electrodes were placed on the forehead and behind the ears. 
A very weak analgesic effect was observed in rabbits receiving 
TES alone with the following parameters: frequency within 70 Hz 
to 80 Hz, pulse duration of 1 ms in the presence of an additional 
constant component.

In further experiments, it was found that the most pronounced 
analgesic effect takes place in rabbits at the stimulation frequency 
of 77 Hz, pulse duration 3.5 ms to 4.0 ms, at the 1:2 ratio of the 
pulse to the additional constant current component. When the 
rectangular pulse was replaced with a packet of pulses of the 
same duration with a filling frequency of 10 kHz (meander), the 
analgesic effect was preserved, and the local reflecting effect of 
the current somewhat diminished.

Thus, it turned out that, in contrast to the accepted concepts, 
the analgesic effect is caused by the thermal power unit within 
a very narrow range of parameters. It should be added that the 
analgesic effect was detected only when the applied current had a 
sagittal direction. No analgesic effect was observed with bilateral 
application of the electrodes.

It was also demonstrated that the optimal analgesic frequency is 
species-specific, although the general pattern of the “frequency–
intensity of analgesia” relation is approximately the same among 
all studied animal species. It resembles a quasi-resonant curve.

Readers can see that when the frequency deviated by 2 Hz to 4 
Hz from the optimal one, the analgesic effect almost disappeared. 
In clinical studies, it was also noted that the optimal analgesic 
frequency for a person is close to 77 Hz, and when it is shifted 
within 10%, the analgesic effect decreases sharply. The “pulse 
duration–analgesia intensity” relation at the optimal frequency 
is also described by a quasi-resonant curve, but its steepness is 
much lower, and the optimal point has no species specificity.

In experiments involving TPP generators with optimal output 
pulse characteristics in terms of frequency, duration, and voltage-
stabilized output, it was shown that the presence of a substantial 
additional constant component is of great importance for the 
implementation of the analgesic effect. Nonetheless, this approach 
significantly increased the effective value of the current. In 
comparative studies, it has been found that when a TPP generator 
with current-stabilized output is utilized, the corresponding 
analgesic effect may be achieved at the same current value of the 
pulse current but without an additional constant component, i.e., 
when the current value was reduced threefold.

The authors of that study advanced hypotheses about the 
possible mechanisms of analgesic and conjugated effects of TES 
during this type of stimulation. In the late 1960s, in studies on the 
mechanisms of electronarcosis, it was shown that direct electrical 
stimulation of some medially located structures of the brain stem 
(hypothalamic nuclei, periaqueductal gray matter of the midbrain, 
bridge seam nuclei, and the medulla oblongata) can induce 
severe analgesia in animals [10]. The same was observed when 
these structures were stimulated through implanted electrodes 
in humans. Subsequently, this analgesia was termed stimulation 
analgesia, and the system of structures that implemented it was 
called the Antinociceptive System (ANS).

Extensive studies on the ANS have revealed that this system 
is involved not only in the regulation of pain sensitivity and 
conduction of pain impulses in the CNS but also in homeostatic 
regulation (normalization) of a number of physiological functions 
when disturbed. A considerable part of the ANS uses endogenous 
morphine like substances (endorphins), serotonin, and some other 
compounds (for example, cholinergic) such as neurotransmitters 
and neuromodulators [11].

It has been suggested that TES in the advanced mode is a 
noninvasive analog of stimulation analgesia. In this regard, the 
following questions were raised when the TPP mechanisms of 
action were investigated:

1. Does the current applied to the surface of the head reach the 
ANS elements in the brain?

2. Does the applied amperage stimulate the ANS and is this 
phenomenon accompanied by activation of endopyelotomy, 
serotonergic, cholinergic, and other neurotransmitter 
systems?

By NMR tomography, the intracranial pathways of current 
propagation were noninvasively investigated first. It was found 
that when the electrodes are sagittal (this position is conducive to 
the analgesia), the current is distributed in two ways: extra cerebral 
and intra cerebral. In both cases, the current passes through 
spaces containing cerebrospinal fluid. Outside the brain, the main 
current follows a chain of sequentially connected cerebrospinal 
fluid reservoirs on the basal surface of the brain.

Inside the brain, the current enters through the thin medial wall 
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of the anterior horns of the lateral ventricles, passes through 
the anterior horns and enters ventricle III through the Monroe 
foramina. Next, the current reaches ventricle IV through the 
Sylvian aqueduct. Both pathways have connections through the 
hypothalamic structures at the bottom of ventricle III and lateral 
openings of Luschka in ventricle IV. With the bilateral position of 
the electrodes, the current does not flow to the ANS elements, 
and its highest density is noted in the area of the hemispheres 
adjacent to the area of the electrodes.

Thus, only when the electrodes are positioned so that they 
ensure the sagittal direction of the current, the latter has access 
to the main elements of the ANS (ventro medial hypothalamus, 
periaqueductal gray matter, and the bottom of the IV ventricle). 
This notion matches the results of studies where the analgesic 
effect occurred only with this arrangement of the electrodes.

Brainstem structures activated by the current during TES were 
identified in auto radiographic experiments with [14C] Deoxy 
Glucose (DG), which accumulates in nerve cells in accordance 
with their level of excitation. When pain stimulation was applied, 
increased accumulation of DG was observed in groups of neurons 
in the medulla oblongata, thalamus, and cortex, i.e. along the path 
of pain impulses. If a pain stimulus was during TES, then increased 
accumulation of DG was observed in periaqueductal gray matter 
and some hypothalamic structures related to the ANS. At the 
same time, there was no excessive accumulation of DG in the 
structures participating in the conduction of pain impulses. This 
result allowed us to conclude that under the influence of TES, due 
to the ANS activation, ascending pain impulses are blocked, and 
their entry into the cerebral cortex is prevented.

It was found that an opioid neurochemical mechanism is involved 
in the analgesic effect of TES. This notion was evidenced by a 
number of results obtained by the authors in experiments and 
clinical studies. First, it was noted that during and after TES, the 
release of an opioid peptide-β-endorphin-in the brain increased and 
the concentration of this peptide in cerebrospinal fluid and blood 
increased. At the same time, the strongest release of β-endorphin 
occurred when the stimulation had a frequency optimal for the 
analgesic effect. Second, experiments have revealed that all TES 
effects, including conjugated ones, were prevented or eliminated 
after administration of naloxone, a m-opioid receptor blocker. 
Third, the analgesic effect of TES did not occur in animals and 
people with high tolerance to morphine. Finally, the Transcranial 
Electroanalgesia (TEA) was significantly enhanced by substances 
that inhibited the activity of enzymes that break down endorphins. 
All these findings meet generally accepted evidence criteria for the 
participation of opioid peptides in the effects of ANS stimulation.

Serotonergic mechanisms of the ANS also actively take part in the 
implementation of the analgesic effect of TES and are probably 
associated with opioid drugs. Indeed, blockers of serotonin 
receptors or mechanisms of the release of this neurotransmitter 
abrogated the analgesic effect of TES, and serotonin agonists 

with different mechanisms of action enhanced it. This finding is 
important from practical point of view because serotonin agonists, 
unlike opioid receptor agonists, do not have narcotic properties 
and in the future can be used in the clinic for potentiating the 
analgesia caused by TES.

Recently, another mechanism of analgesic action of TPP was 
identified, which also has an opioid nature. Nevertheless, this 
mechanism is not central but rather peripheral. It turned out that 
opioid peptides that are strongly released into the blood during 
TES have a suppressive effect on peripheral skin receptors, 
including pain receptors. This action of TES can be especially 
effective against the pain associated with inflammatory processes 
because it is reported that the stimulated nerve endings a tan 
inflammation site become more sensitive to the suppressive 
action of endorphins.

It has been documented that the opioid connection of the ANS 
(Lebedev., 1987) [12] is involved in the neurochemical mechanism 
of TEA. With the help of metabolic mapping, it was discovered 
that neurons of periaqueductal gray matter and suture nuclei 
are activated during TEA (Lebedev., 1987) [12], and their direct 
electro stimulation causes analgesia, with the participation of 
both endogenous opioids and GABA. Many neurons that respond 
to GABA summation were found in ANS structures (Behbehani, 
1990) [13], and the presence of cholinergic structures in the 
ANS was shown too. In this regard, it is possible that GABA and 
cholinergic projections take part in the realization of TEA.

In experiments on rats, TES and evaluation of its impact were 
performed by the method described earlier (Lebedev, Savchenko 
et al., 1988) [14].

To study the GABAergic connection, the influence of GABA 
antagonist picrotoxin (1.75 mg/kg) and GABA agonist baclofen 
(7.5 mg/kg) on the TEA severity was evaluated. After pre 
administration of picrotoxin, there was a slight decrease in TEA. 
Baclofen potentiated TEA. Along with these effects, there was a 
2.5-fold increase in the pain threshold after baclofen injection and 
a 1.7-fold increase after picrotoxin injection. After the termination 
of TES in animals, there was a tendency for hyperalgesia.

To study cholinergic mechanisms, the following substances 
were used: M-cholinolytic scopolamine (5 mg/kg), M-cholinolytic 
oxotremorine (0.1 mg/kg), N-cholinolytic pirilene (0.25 mg/kg), 
and N-cholinomimetic nicotine (10 mg/kg). In experiments with 
cholinomimetics, rats of two age groups were used (I: up to 3 
months, II: over 3 months) because it has been proven that the 
impact of these substances on the elements of the ANS manifests 
itself differently depending on age. Peripheral effects were blocked 
by M-and N-cholinolytics that did not penetrate the blood–brain 
barrier: metacin (2 mg/kg) and benzohexonium (5 mg/kg). In 
special control experiments, it was found that these substances 
did not affect TEA severity. In the group of cholinolytics, the most 
pronounced effect was exerted by scopolamine, which abrogated 
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TEA, whereas pirilene only attenuated TEA. The influence of 
cholinomimetics was different. Strengthening of TEA under the 
influence of oxotremorine was observed only in rats of group II. On 
the other hand, after the administration of nicotine, hyperalgesia 
was observed in group I rats during TES, and in group II rats, TEA 
proved to be weakened. The doses of nicotine used were high 
enough to cause brief seizures.

Thus, GABA and cholinergic mechanisms may play a certain but 
probably not the main part in the implementation of TEA.

Stress: The next most important factor compromising the normal 
functioning of the human body is stress. A living organism 
is constantly exposed to the external environment, whose 
negative influence is increasing under the conditions of modern 
technological progress and civilization. Thousands of different 
signals enter the brain through appropriate sensory pathways, 
thus supporting our physiological processes or disrupting them 
if the defense mechanisms are not able to maintain a dynamic 
balance. In this context, it is customary to talk about stress as a 
response of the human body to a variety of external stimuli that 
pose a threat to homeostasis. 

The term “stress” was first introduced by W. Kennon [15] 
to characterize stimuli that “overload” the body and disrupt 
homeostasis. Nonetheless, a decisive role in the confirmation of 
this concept was played by G. Selye [16], who first developed the 
theory of “general adaptation syndrome,” which has occupied the 
minds of researchers for more than half a century [17]. Because 
stress is the root cause of a huge number of diseases, this 
concept is often interpreted in medicine from a pathophysiological 
standpoint, but this approach is hardly justified. An inadequate 
stress response occurs only when the regulatory systems are 
imperfect or when the load imposed exceeds their capabilities 
owing to considerable magnitude or duration of stimulation. In 
this case, the problem of stress becomes pragmatic because it 
is known that by purposefully influencing the main mechanisms 
that regulate the stress response, researchers can achieve a 
sufficiently reliable adaptation and help a person to live freely 
under modern conditions.

One of the ways to influence altered stress systems is TES of 
the brain. Because the stress response is mainly controlled by 
the neuroendocrine system, the authors offer their vision of the 
approach to (and treatment of) stress.

Over the past decades, a large number of studies have been 
performed on brain processes caused by stress. Since the 
publication of the studies by Morgan et al. [18] and Hunt and 
coworkers [19,20], the induction of the C-FOS protein has become 
a popular marker for mapping of CNS neurons that are excited 
by various types of peripheral (mainly pain) stimulation or during 
convulsions [18,21–27].

Recently, it was reported that C-FOS expression or C-FOS mRNA 
up regulation are sensitive markers for mapping the activation 

of central neurons even under the action of mild stressors, such 
as removal of rats from a cage [28–31], holding of animals by an 
experimenter [32], placing them in unfamiliar conditions [18,33], 
forced running [34], placement of electrode clips on their ears [35], 
or intra peritoneal administration of inert solutions [36]. Mapping 
of the C-FOS protein has also been used to determine the neural 
circuits of the brain involved in arousal under various types of 
more intense stress, especially those caused by immobilization 
[20,37,38]. After immobilization, the largest numbers of C-FOS–
positive neurons and the largest amounts of C-FOS mRNA 
are found in the paraventricular (RA) and Supraoptic (SO) 
hypothalamic nuclei, the medial part of the thalamus, and the 
central amygdalar nucleus [39–43]. Mapping the stress-related 
neurons of the brain using the C-FOS protein also gives a unique 
opportunity to determine the mechanism and delineate the areas 
affected by anti stress pharmacological and non-pharmacological 
effects [27,44].

In our previous studies [45], it was concluded that the therapeutic 
effect of a thermal power unit is related to the action of 
rectangular pulses having a special property. Increased levels of 
β-endorphin in the brain, cerebrospinal fluid, and blood; naloxone 
sensitivity; cross-tolerance with morphine; and potentiation with 
enkephalinase inhibitors have been used to show that the effect 
of TES in this mode is opioid in nature [14,46].

In the latter article, we investigated the effect of TES on 
the expression of C-FOS in certain brain structures under 
immobilization stress: a model that has been well studied by 
C-FOS mapping and enables researchers to determine weakening 
or strengthening of the action of stress factors.

To study the impact of TES on the neurotransmission in the 
forebrain, the authors have employed C-FOS expression in neurons 
of the forebrain under stress of different intensities. The data 
obtained in that paper are in good agreement with those reported 
earlier [20,37,38]. In previous studies, it was clearly demonstrated 
that stress causes an increase in the number of C-FOS–positive 
neurons in the cortex, medial parts of the thalamus, in the RA 
and SO nuclei of the hypothalamus, and in the central amygdalar 
nucleus. In the last three structures, C-FOS expression is regarded 
as a marker of the presence and intensity of stress [39–41,47–50].

The presence of C-FOS expression in the cortex under stress in 
our models confirms the previously published data [51,52], and 
expands them because of more detailed investigation of individual 
regions of the ISO  and allocortex. It should be noted that the 
number of labeled C-FOS neurons even in rats with WIS was 
significantly lower than the number of Nissl-stained neurons. As 
shown quantitatively by Schleicher et al. [53] using a special index 
(grey scale index), the largest number of isocortex neurons is 
concentrated in layers I–IV. According to the grey scale index, the 
ratio of the number of neurons in layers I–IV, V, and VI, for example, 
is 1.5:1.2:1.0 in the Fr1 region, 1.3:1.2:1.0 in the Fr2 region, and 
2.8:1.2:1.0 in the Pari region. According to our observations in 
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the control subgroup of animals with MSV, in approximately the 
same layers of the isocortex, the ratio of labeled neurons was 
different and was 1.0:2.0:4.25 in the regions of Frl,1.0:3.6:4.0 in 
Fr2,1.0:1.59:1.5 in Pari, and 1.0:2.54:3.11 in Cg3. By contrast, 
in the RSA and RSG regions, this ratio of labeled neurons in 
distinct thirds of the cortex thickness was different because this 
subdivision does not correspond to the subdivision of these areas 
of the cortex into layers. According to Vogt et al. [54,55], layers 
II–IV in RSA are relatively thinner than in other areas of the cortex. 
In RSG, layer VI is very thin; therefore, in the deep part of the cortex 
in this region, the number of labeled neurons is relatively small. In 
general, in animals under stress, the highest expression of C-FOS 
was observed in the deep cortex, where most of afferent neurons 
are located.

As a rule, TES caused inhibition of C-FOS expression in different 
regions of the cortex and was more pronounced in the deep parts 
corresponding to layer VI. Nonetheless, the suppressive effect of 
the TPP was not uniform. Certain differences in the action of the 
TPP could be observed even in the adjacent areas of the cortex, 
for example, Frl and Fr2, RSA and RSG, and HL and Pari.

It is especially important to emphasize that after TES, there was 
no increase in the number of C-FOS–labeled neurons in any of 
the cortical regions. This did not happen even in the rostral cortex 
(Cg, Fr), where current density near the front electrode could be 
higher. These data are consistent with auto radiographic analysis, 
where it was found that TES in the same mode did not increase 
the basal level of absorption of 2-Deoxy-[3-N]-Glucose (DG) in the 
cortex of rats and prevented an increase in the absrption of DG by 
somatosensory regions of the cortex during nociceptive stimuli. 
According to Sharp et al. [27], there is a good match between 
mapping analyses of excited brain regions by means of DG and 
C-FOS.

The absence of an increase in the number of C-FOS–labeled 
neurons after TES in the Pir, which is directly related to olfactory 
bulbs, the most rostral part of the brain, also indicates that this 
effect does not have a direct excitatory influence on the anterior 
parts of the brain. Noninvasive measurements of current density 
and pathways inside the skull during TES by NMR imaging [56], 
at the same position of electrodes has revealed that the current 
does not propagate around the convexital surface of the cortex 
and probably cannot directly stimulate it. At the same time, even 
natural stimulation with odors can cause an increase in C-FOS 
expression in the brain structures associated with olfaction [30]. 
The observed decrease in C-FOS expression also means that 
TES does not have a nonspecific effect on cortical neurons, as 
evidenced by spreading depression, where a high level of C-FOS 
is detected.

Some research [57,58] indicates that TES in this mode causes a 
significant increase in the amount of β-endorphin in some areas of 
the brain, cerebrospinal fluid, and blood. In rabbits and cats, there 
is a decrease in the amount of β-endorphin in the pituitary gland. 

Analgesia caused by TES had an opioid nature because it was 
abrogated by naloxone, featured cross-tolerance with morphine, 
and was potentiated by D-amino acids that inhibit enkephalinase. 
In agreement with these data, it seems reasonable to assume that 
TES can cause an increase in the expression of C-FOS, i.e., excite 
Arc neurons that produce β-endorphin [59]. The same can be said 
about the neurons of the parvocellular part of RA containing CRF, 
which, by stimulating the processing of ROMs in the pituitary 
gland promotes the flow of β-endorphin into the blood [60–62]. 
Vasopressin produced by the magnocellular part of RA and SO 
nuclei may also play a role in the release of β-endorphin by the 
pituitary gland. Nevertheless, in the neurons of all these nuclei, 
C-FOS expression was suppressed by TES.

Thus, there is a certain contradiction between the alleged findings 
and the assumption following from previously obtained data. 
In turn, this contradiction is based on the assumption that the 
expression of C-FOS means the activation of neurons.

One possible explanation for this contradiction may be as follows. 
An increased β-endorphin release may be associated with some 
degree of activation of PeF neurons, some of which increase their 
C-FOS expression. Indeed, this nucleus contains vasopressin 
neurons [63], whose axons are traced to the pituitary gland [64]. In 
addition, the level of enkephalin immunore activity is significantly 
higher in this nucleus than in other hypothalamic nucleus [65].

Another possible explanation may be that the absence of 
C-FOS signals in the expected zones may be due to the chosen 
stimulation paradigm. In this work, we used the same TES 
paradigm (continuous stimulation at a frequency of 70 Hz for 1 h), 
which causes analgesia of an opioid nature in rats [66,67]. At the 
same time, some data suggest that rare pachytic stimulation is 
more effective at inducing C-FOS expression [68]. On the contrary, 
with prolonged stimulation or repeated stress, C-FOS expression 
may decrease due to habituation or desensitization [69,70]. It 
follows that prolonged TES, effectively used for analgesia, may 
not be optimal for the induction of C-FOS expression.

There are convincing reports that neurosecretory brain cells 
activated by long-term natural or pharmacological stimuli increase 
their neurosecretory activity without C-FOS expression. For 
example, a recently found trend isupregulation of CRF mRNA in the 
mediobasal hypothalamus after TES of the same frequency and 
duration (Kunos G, 1994, personal message) during a decrease 
in C-FOS expression in RA nuclei. Of note, rapid activation of the 
CRF gene transcription caused by a decrease in corticosterone in 
blood plasma takes place competitively with changes in levels of 
C-FOS mRNA or even before them, which raises questions about 
the possibility of early poststimulus influence of C-FOS on the CRF 
gene [71].

To resolve this contradiction, further research is required regarding 
the effect of TES on the expression of various “immediate-
early genes” because neurons can express different groups of 
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such genes depending on the conditions of stimulation [72,73]. 
Therefore, it is possible that the absence of C-FOS expression 
in this case does not necessarily mean that activation of 
hypothalamic neurons is absent [44,71].

It is also impossible to rule out the possibility that the external 
current applied to the areas of its highest concentration cannot 
have a direct suppressive effect on the discharges of excitable 
membranes, on the system of secondary messengers, or on 
other factors that usually stimulate the expression of C-FOS. The 
probable impact of an electric current on axoplasmic currents 
without effects on soma discharges of the neuron should also be 
taken into account in further studies [74].

Summing up the results of the experiments, it should be pointed 
out that TES in a mode that was previously found to be anti stress 
and analgesic reduces stress-induced expression of C-FOS in the 
neuronal nuclei of most of the studied cortical regions, medial 
thalamic, and some hypothalamic structures. The suppressive 
effect of TPP on C-FOS expression has been observed in areas 
with high current density and without it. We believe that the data 
obtained directly indicate the presence of an anti stress effect of 
TPP.

Regeneration of damaged neurons: Regeneration of peripheral 
nervous tissue is a complex process that involves various 
functional systems (endocrine, immune, antinociceptive, 
circulatory, and others). In some works, investigators have 
shown the possibility of accelerating the effect of the opioidergic 
system on the regeneration of nerve fibers using the effect of 
exogenous administration of a synthetic analog of leu-enkephalin, 
dalargin, as an example [75]. It can be assumed that endogenous 
opioid peptides released into the blood can also help accelerate 
regeneration processes.

Data on TES have been obtained that prove the opioid nature of 
analgesia as well as an increase in the concentration of p-endorphin 
in the cerebrospinal fluid and blood during electro stimulation in 
the analgesic mode [46,76]. Accordingly, it is possible to research 
the influence of TES on the regeneration of damaged nerve fibers.
The authors conducted experiments on rats. After a surgical 
procedure, one group of animals (20 rats) was subjected to 
electrical stimulation using electrodes inserted subcutaneously 
into the forehead and behind the ears. We utilized a previously 
developed [67] stimulation mode in the form of a combination of 
a constant current of 0.8 TA and a pulse current of 0.4 GPa with 
a frequency of 70 Hz and a duration of 3.0 ms to 3.5 ms. These 
parameters of stimulation ensured the greatest analgesic effect. 
There were 4 sessions of exposure lasting 1 h with an interval of 3 
days for 2 weeks after the surgical procedure. The second group 
of 20 operated animals served as a control.

Reinnervation of a rat’s foot with efferent nerve fibers was 
evaluated by a vestibular motor test: reflex dilution in fingers of 
the hind limb when the animal was abruptly lowered. This test 

is widely used in experiments on rats in the research on the 
regeneration of efferent fibers of the damaged sciatic nerve [77]. 
Regeneration of afferent nerve fibers has been studied by the 
method of withdrawing impulse activity from sciatic nerve micro 
beads in case of mechanical irritation of foot skin [75].

In addition, a delayed effect of TES on the functional restoration 
of a severed and sutured sciatic nerve was assessed 9 months 
after surgery. The functional state of the regenerating nerve was 
evaluated by registering the Total Action Potential (TAP) with 
subsequent calculation of nerve conduction rates as well as by 
registering impulse activity of fibers of the sciatic nerve during 
mechanical irritation of the foot skin. The results were compared 
with data obtained from 10 intact animals.

Evaluation of the vestibular motor reflex in the operated animals 
showed that the first signs of recovery of motor functions are 
observed after 5.0 days ± 1.0 days in the experimental group and 
after 9.0 days ± 1.5 days in the control group. When the impulse 
activity of sciatic nerve fibers was registered, it was revealed 
that in animals that were subjected to electrical stimulation, the 
first impulse responses to the strong mechanical irritation of the 
foot skin (tingling, prickling) take place at 14.0 days ± 1.0 days 
after surgery, and in control animals at 19.0; 11.0; 9.0 days after 
surgery. Thus, TEA accelerated the reinnervation of the foot skin 
by motor and sensitive nerve fibers, i.e. it stimulated the growth of 
regenerating nerve fibers.

Experiments conducted 9 months after the operation revealed 
that the conduction of the sciatic nerve was fully restored in both 
groups of animals. Nevertheless, the speed of conduction along 
the most rapidly conducting nerve fibers, as determined by the 
TAP registration method, was significantly lower than normal 
(44.5 m/s ± 0.4 m/s) and was 34.7 m/s ± 1.0 m/s and 35.0 m/s ± 
1.1 m/s in the control and experiment, respectively.

Analysis of the action potentials (of stand-alone afferent nerve 
fibers) registered during the mechanical irritation of the foot 
skin indicated that the duration of the action potential in all three 
groups of animals ranged from 0.5 ms to 1.2 ms. As presented in 
the above histograms, in the intact animals, nerve fibers with an 
action potential duration of 0.5 ms to 0.6 ms are prevalent (0.60 
ms ± 0.05 ms, mean ± SD). In control animals, 9 months after the 
surgery, nerve fibers with an action potential duration of 0.8 ms 
to 1.0 ms are prevalent (0.9 ms ± 0.05 ms). In the animals that 
underwent electro stimulation, there was a significant (P < 0.05) 
decrease in the duration of the action potential in most nerve 
fibers, approximating the average normal value (0.70 ms ± 0.05 
ms).

The results of this study suggest that TES effects have a positive 
influence on regeneration processes in the peripheral nervous 
system. In the early stages of regeneration, the electroanalgesia 
apparently stimulates the growth of regenerating nerve fibers, 
which is manifested in accelerated initiation (by 30% on average) 

Clinical Oncology Journal

Infact Publications LLC Page 13

ISSN: 2766-9882



of reinnervation of the foot by efferent nerve fibers and by afferent 
ones (25% acceleration). A comparison of the parameters of 
reinnervation of the foot by sensory and motor nerve fibers 
revealed slower regeneration of sensory nerve fibers, consistently 
with the literature data.

The late stages of regeneration, where it is possible to assess a full 
recovery of the damaged nerve functions, are especially relevant 
to the clinic. Experiments were conducted 9 months after the 
operation, because by this time, regenerating nerve fibers reach 
the target tissues, and their myelination is almost completed [31]. 
In the analysis of the TAP of the sciatic nerve soma, it was found 
that the speed of conduction did not differ significantly between 
the experiment and control. Under our conditions of withdrawal, 
we can only assess the speed of conduction by the most rapidly 
conducting (most likely motor) nerve fibers. Probably, at this stage 
of regeneration, the electrical effect does not influence the speed 
of conduction through the efferent nerve fibers.

It is known [78] that injuries more severely affect sensory nerve 
fibers, because of their greater dependence on retrograde 
transport of neurotrophic factors from a target tissue. Perhaps this 
is why regeneration processes in sensory fibers are slower. The 
final stage of regeneration of the damaged nerve is restoration of 
the sensitivity of the denervated tissue. Accordingly, the analysis 
of action potentials registered in single sensory fibers was carried 
out in response to mechanical irritation of the foot skin. As the 
main parameter, action potential duration was chosen, which 
depends on functional properties of afferents and above all on 
the speed of conduction along the nerve fiber. A comparison of 
action potential duration between intact animals and two groups 
(control and experiment) of operated animals showed that TEA 
contributes to better restoration of functional properties of the 
damaged afferents.

Consequently, TEA has a positive impact on functional restoration 
of a damaged rat sciatic nerve by stimulating the growth of 
regenerating nerve fibers and their functional maturation. The 
totality of evidence supporting the opioid nature of electroanalgesia 
[14,46,76], suggests that its effect on regeneration is related to an 
increase in the systemic level of endogenous opioid peptides. 
Opioid peptides and their receptors are widely distributed both in 
the CNS and at the periphery [79–82]. Therefore, it is not surprising 
that they are multifunctional, as noted by many authors [79,83]. In 
addition to the well-known analgesic effect, it has been established 
that opioid peptides take part in the regulation of immunity, 
have a universal anti stress effect, participate in the regulation 
of cardiovascular and respiratory systems, and affect repair 
processes [82,84–89]. Data from experiments on tissue culture 
[90,91] indicate that opioid peptides have a neurite-stimulating and 
trophic effect as well as accelerate the proliferation and migration 
of glia. It can be assumed that under the conditions of a complete 
organism, the positive effect of opioids on the regeneration of 
peripheral nerves consists of several components: an effect on 

the resistance of neurons to injury, stimulation of neurite growth, 
and acceleration of proliferation and outgrowths of glial cells in 
the growth zone. In addition, the normalizing effect of opioids on 
microcirculation and lymph flow—and their immunomodulatory 
and anti stress properties—can play a substantial part in the 
regeneration of nervous tissue.

The antitumor effect: The system of endogenous opiates (i.e., 
opiate receptors and their ligands) plays a considerable role in the 
regulation of tumor growth [92]. The presence of opiate receptors 
has been demonstrated on the cell membrane of small-cell lung 
cancer cells in humans [93], on human SK-N-MC neuroblastoma 
cells [94], mouse neuroblastoma S20Y cells [95], and on many other 
benign and malignant tumor cells of mesodermal, ectodermal, 
and endodermal origin in humans and animals.

A study on the properties of opiate receptors has uncovered 
specific, high-affinity, saturated binding of various Opioid 
Peptides (OPs) on the cell membranes of these tumors. Radio 
immunological methods revealed the presence of β-endorphin 
and met-enkephalin in these tumors. Met- and leu-enkephalin 
were detected in tumor tissue immunocytochemically. They are 
associated with the perimembrane cytoplasm of tumor cells. All 
these data allow us to conclude that the presence of OPs and their 
receptors is a fundamental characteristic feature of human and 
animal tumors [96].

Binding of opiate receptors to their corresponding ligands 
introduced externally, in most cases, leads to inhibition of tumor 
growth in tissue culture. For example, met-enkephalin suppresses 
the proliferation of mouse neuroblastoma S20Y cells [97], mouse 
neuroblastoma SK-N-MC and human neuroblastoma cells [98], 
and human fibrosarcoma NT-1080 cells [99]. On the other hand, 
there are reports on the stimulation of the growth of human 
V-373-MG astrocytoma cells by met-enkephalin [98].

Of great interest are data on the regulation of tumor growth in 
tissue culture by naltrexone, a potent opiate receptor blocker. 
Naltrexone stimulated the growth of human astrocytoma 373-
MG cells, mouse S20Y neuroblastoma cells [97], mouse n-114 
neuroblastoma cells, NT-1080 fibro sarcoma cells, and human 
SK-N-MC neuroblastoma cells [100]. By contrast, naltrexone 
suppresses the growth of human SK-N-MC neuroblastoma cells 
[98].

The apparent contradiction between the last two results obtained 
by different authors on the same tumor type is easily explained 
because it is known that the antitumor effect of OPs and their 
antagonists depends on their concentration and the number 
of tumor cells. For example, the growth of human K-N-MC 
neuroblastoma cells transplanted into athymic nude mice in the 
amount of 2.5 × 106 cells was suppressed by daily injections of 
naltrexone at a dose of 0.1 mg/kg but was enhanced by daily 
injections of this substance at 10 mg/kg [95]. Naltrexone at a dose 
of 0.1 mg/kg also suppressed the growth of S20Y neuroblastoma 
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in mice [95] and human NT-29 rectal cancer cells [101] transplanted 
into athymic nude mice in the amount of 106 to 2.5 × 104 tumor 
cells. It should be noted that the use of naltrexone at 0.1 mg/kg 
led to the blockade of opiate receptors for 6 hours to 8 hours per 
day, but in the remaining 18 hours to 6 hours, the sensitivity of the 
receptors to OPs, in particular to met-enkephalin, increased 2-fold 
[102].

Met-enkephalin at 0.5 mg/kg to 30 mg/kg slowed the growth of 
S20Y neuroblastoma that was transplanted into normal A/Jax 
mice in an amount of 103 to 2.5 × 104 cells, and this effect was 
blocked by naloxone [92]. Met-enkephalin at 3 mg/kg inhibited 
the growth of melanoma B-16 cells transplanted into mice in the 
amount of 106 cells (the effect was also blocked by naloxone 
[104]). In general, met-enkephalin is currently considered an agent 
that inhibits the growth of tumor cells [100] owing to an interaction 
with opiate receptors located on their membrane.

The system of endogenous opiates performs a major function 
in the regulation of the body’s immune responses [84]. There is 
evidence that opiate receptors are present in immunocompetent 
cells [104], including natural killer cells [105], which implement 
antitumor immunity. Binding of opiate receptors to their 
endogenous ligands, in particular β-endorphin increases the 
activity of natural killers [105,106], and this phenomenon is 
blocked by naloxone.

Thus, to activate the endogenous opiate system and its effect on 
antitumor activity, TES can be employed in a mode that leads to 
a several fold increase in the concentration of β-endorphin in the 
blood [107]. The authors of that study investigated the effects of 
a synthetic analog of OP leu-enkephalin (dalargin) and TES on 
the growth of transplanted tumors in mice and rats when applied 
separately or in combination with chemotherapeutic drugs 
cyclophosphane and sarcolysin.

Walker 256 carcinosarcoma served as the tumor model. When TES 
was used in the mode (70 Hz and 3 ms) leading to the maximum 
allocation of OPs, there was pronounced inhibition of tumor 
growth (by 33% to 43%) at different time points of observation. 
In the next series of assays, it was found how deviation of any 
one of the TPP parameters from the optimal mode can affect its 
antitumor effect.

It was demonstrated that when the pulse duration was fixed at 3 
ms, the deviation from the optimal frequency to 90 uti/s leads to 
a significant increase in the growth of Walker’s carcinosarcoma 
(up to 61%) on the 9th day and afterwards. By day 13, the mass 
of the tumor in the control groups and when the frequencies 
of 50 uti/s and 90 uti/s were employed was approximately the 
same, i.e. there was no noticeable stimulatory effect. TES at 
an optimal frequency of 70 Hz, but with reduced pulse duration 
of up to 1 ms, stimulated the tumor growth by 48% to 60% on 
different days of the experiment. If the TES was carried out at the 
optimal frequency of 70 Hz with longer pulses (5 ms), then there 

was 12% to 40% inhibition of tumor growth, which was significant 
under one of the conditions after transplantation. In this case, the 
antitumor effect was close to the effect of TES at 70 Hz and 3 ms 
but did not exceed it, because in the latter case, the tumor growth 
inhibition was detectable during all periods of observation. Thus, 
the authors showed that the maximum inhibitory effect on the 
growth of Walker’s transplanted carcinosarcoma manifests itself 
in the optimal mode of TES, which is necessary for stimulating 
opioid mechanisms.

In the next series of experiments, the effects of the thermal power 
unit were studied in the optimal mode, but before not after the 
Walker’s carcinosarcoma was transplanted. With this scheme 
of the experiment, there was pronounced significant inhibition 
of tumor growth by 33% to 45%, which was not different from 
the effect of TPP after the transplantation. The obtained results 
indicate that the action of TES is apparently directed at the 
antitumor defense system of the body.

To characterize the spectrum of the antitumor effects of TES, 
the authors studied its influence on the growth of three more 
transplanted tumor types in rats. It was found that TES, when 
used in the optimal mode on the next day after the transplantation, 
significantly inhibits the growth of Pliss lymphosarcoma (by 42% 
to 46%) and sarcoma (by 45% to 60%) and significantly inhibits 
the development of an ascitic ovarian tumor in rats transplanted 
with 106 tumor cells. At the same time, the effectiveness of the 
antitumor action of TES on the affected ovarian tissue manifested 
itself both in a significant decrease in the volume of ascites (by 
43.6%) and in a significant decrease in the volume of a dense 
sediment of tumor cells (by 35%).

There was a tendency for a delay in tumor formation in the rats 
exposed to TES after transplantation of Pliss lymphosarcoma 
(by 3%), sarcoma 45 (by 19%), and Walker’s carcinosarcoma (by 
4%) (The effect was prevented by naloxone). Of note, there was 
a significant increase in the life expectancy of the first deceased 
rat in the groups subjected to TES after transplantation of ascitic 
ovarian tumors (by 111%), Pliss lymphosarcoma (by 42%), 
sarcoma 45 (by 54%), and Walker’s carcinosarcoma (by 46%) 
(naloxone reduced this effect to 38%) in comparison with the 
control.

Summing up all the above, we can conclude that TES in the 
optimal mode leads to reliable inhibition of the growth of 
transplanted tumors of various types as well as to an increase in 
the life expectancy of tumor-bearing animals. At the same time, 
this TES mode matches in all parameters the mode that leads to 
the maximal activation of opioid mechanisms, in particular, to an 
increase in the concentration of β-endorphin and met-enkephalin 
in the rat cerebrospinal fluid and to a maximum increase in the 
concentration of β-endorphin in the blood of rats. At the same time, 
deviation from this optimal mode in at least one parameter leads 
either to the disappearance of the antitumor effect or even to the 
stimulation of tumor growth. Direct evidence of the participation 
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of the endogenous opiate system in the antitumor effect of TES is 
the results of experiments with naloxone.

In accordance with the above data, the TPP with an optimal 
frequency of 70 imp/s and pulse duration of 3 ms significantly 
inhibits the growth of Walker’s carcinosarcoma, by 30% to 36%. 
Naloxone in a total dose of 12 mg/kg, administered during the TPP, 
significantly reduced this antitumor effect. This finding indicates 
that there is an opioid component in the mechanism of the 
antitumor effect of TES, and it seems that β-endorphin and opioid 
receptors are involved. These data are in good agreement with 
the results of several studies on the strengthening of the immune 
defense system by opioid receptors, namely, increased mobility 
of lymphocytes [108], enhancement of cytotoxic properties 
of natural killer cells [105,106,109], production of kinins [106], 
antibody synthesis, and the reversal of these effects by naloxone 
[105,106,108,109].

In addition, the direct action of an OP released during TES, in 
particular met-enkephalin, on the corresponding receptors of 
tumor cells cannot be ruled out. Meanwhile, it is known that the 
acceleration or deceleration of tumor growth during its autocrine 
regulation depends on the concentration of OP-expressing cells 
[110]. It is possible that with TES, their concentration reaches the 
level necessary to inhibit tumor growth. The fact that naloxone 
does not completely abrogate the antitumor effect of TES can 
be explained as follows. It is known that there are receptors for 
β-endorphin that are not blocked by naloxone on lymphocytes, 
including spleen lymphocytes of rats involved in antitumor 
defense [111,112], that and the immunostimulatory effect of 
β-endorphin in vitro is reduced but not completely eliminated by 
naloxone [113].

Electrical stimulation in parkinson’s disease: A number of 
studies suggest that chronic electrical stimulation of deep brain 
structures belonging to basal ganglia, such as motor centers of 
the thalamus, globus pallidus (pale ball), and later the Subthalamic 
Nucleus (STN), effectively improves motor performance in 
Parkinson’s Disease (PD) [114–119]. Thalamic stimulation in the 
ventral intermediate nucleus can significantly alleviate contra 
lateral tremor, while the pale ball and the STN are effective targets 
for reducing rigidity and akinesia, while stimulation of the STN 
has more consistent antikinetic effects, a greater reduction in the 
interaction of anti parkinsonian drugs, and lower required stimulus 
intensity [120]. In particular, high-frequency (>100 Hz) stimulation 
of the STN influences a number of functional outcomes related 
to lower extremities (walking), upper extremities (proximal and 
distal movements, including hand writing), and muscles of the 
tongue (speech). Improvements in monotonous mechanical labor 
such as treadmill walking and ground walking have been shown 
(increasing stride length and/or increasing frequency [121,122], 
torso kinematics, lower-limb joint kinematics, and joint dynamics 
(normalization of moments and force) [123]. The identified benefits 
for upper-limb function affect slow downward movements, 

ballistic forearm movements, and isometric contractions of 
the forearm muscles (increased speed and strength); however, 
they are fairly simple for tasks involving more subtle wrist/hand 
movements (moderate increases in the rate of grasping, tipping, 
and the peg board test as well as evenness and accuracy of 
hand writing [124–126]. It has been demonstrated that changes 
in speech structure are even less obvious (a slight increase in 
the level of sound pressure and variability of the main frequency 
[127,128] or negative (deterioration of verbal fluency [129]).

Thus, an intervention in the activity of the STN in patients with 
PD through high-frequency electrical stimulation affects a range 
of motor tasks but tends to influence mainly axial, proximal, 
and locomotor movements, that is, those that are controlled by 
relatively lower hierarchical levels of the motor system.

Bilateral electrical stimulation is also used for the treatment of PD. 
Bilateral deep brain stimulation of the STN has proven to be an 
effective treatment for patients with PD both short- and long-term, 
thereby leading to good control of all major symptoms (rigidity, 
bradykinesia, and tremor) and of clinical motor complications 
(motor fluctuations and dyskinesia) [128,130–134]. In addition, 
studies involving instrumental motion analysis have revealed 
significant improvements provided by bilateral deep brain 
stimulation of the STN for advanced postural adjustments prior to 
the initiation of walking [135], kinematics and kinetics of joints of 
the lower extremities during steady walking [123], and locomotor 
synergies of upper extremities [136], which are usually affected at 
the stage of PD progression.

Although bilateral deep brain stimulation of the STN is considered 
a relatively safe procedure, in recent years, there was growing 
interest in unilateral and phased deep brain stimulation of the STN 
(i.e., implantation of two electrodes during two surgical procedures 
separated in time), which poses a lower surgical risk and fewer 
postoperative complications such as cognitive dysfunction [137–
140]. Alberts and many others [139], for example, have reported 
a decrease in cognitive and motor functions when examining 
patients subjected to two-way stimulation but not with one-way 
deep brain stimulation of the STN. 

In addition, several studies have shown that unilateral deep brain 
stimulation of the STN is also effective against the symptoms of 
PD by improving the overall scores of the Unified PD Assessment 
Scale (15) by~20% to 40% (16 to 20). Improvement of motor 
symptoms of PD as a result of unilateral deep brain stimulation 
of the STN is mainly observed on the contra lateral side of the 
body toward the stimulated STN; however, a number of authors 
have also demonstrated the corresponding ipsilateral effect 
of unilateral deep electrical stimulation of the STN. In addition, 
possible dominance of right-hand motor networks for gait control 
was proposed in a recent study by Lizarragi et al. [141], which 
evaluated the effects of bilateral, right-sided, or left-sided deep 
brain stimulation on walking. 

Clinical Oncology Journal

Infact Publications LLC Page 16

ISSN: 2766-9882



Judging from the above studies, ESM is an effective and fairly 
universal way to treat various diseases.

The Theory of Central Control of Cancer
The electrophysiological processes described above allow me 
to put forward a theory that is based on the central control of all 
processes within the human body by the brain. The main theories 
of cancer formation are related to processes at the cellular 
or genetic level. I believe this pathological process is not only 
systemic but also well-coordinated. To describe the proposed 
theory, I will consider two similar processes from completely 
different fields: computers and geopolitics. Interactions within 
these super systems are well understood because they were 
created by humans.

The diagram of interactions of all three systems is shown in the 
ure below. Let us look at each of these systems separately (Figure 
10).

1. A computer virus: The distribution scheme entails creation of 

multiple copies of itself (similarly to cancer cells). The method 
of neutralization by the antivirus is to register itself in RAM, as 
a result of which the antivirus is not able to fight the malicious 
program (similarly to the lack of a complete response of the 
immune system to cancer cells). The core of the program 
is saved on the hard drive in the system when the system 
resources themselves run the program and contribute 
to cloning of the computer virus. The virus fully uses the 
resources and functions of the system for its functioning, 
and the system in turn controls the virus’s process with its 
resources, not realizing that the virus leads to its destruction 
(the body itself creates all the conditions for the reproduction 
of cancer cells, providing them with food [formation of blood 
vessels], innervation, etc.).

2. Terrorism: The distribution scheme involves a system for 
recruiting people around the world (reproduction). A lobby 
is created in the government that does not allow the army 
and internal troops to fully function (similarly to RAM for the 
computer virus). Funding of terrorist cells is implemented 

Figure 10: The theory of central control of cancer.
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through the government lobby for their growth and 
reproduction (similarly to the vascular system, and for the 
computer virus: allocation of additional RAM). 

Most importantly, for all these three super systems, there is an 
external factor that is aimed at destroying the structure or the 
system itself. With computers, this is a hacker; with terrorism, 
this is an aggressor country, it is a sponsor and the creator 
of the lobby in the government (fifth column). In cancer, this is 
stress, depression, and suicidal thoughts (below we will see 
why). In addition, all structures are connected to each other and 
are constantly synchronized, otherwise the operation of such 
complex systems is simply not possible. Thus, there must be a 
powerful control system (a computer system, government, or 
brain) that constantly synchronizes all the processes without even 
knowing that it is killing itself. Here, we came to the very core of 
my theory. There must be an area in the brain that is responsible 
for complete synchronization and insertion of cancer into the 
structure of the body (this is RAM with a virus and a terrorist 
lobby in the government in the other example; in the case of 
the brain, let’s call it the killer area). This area provides complete 
protection of cancer cells from the immune system and supplies 
it with nutrition, ensuring the formation of blood vessels. Most 
importantly, this brain area is in constant contact with the cancer, 
and this is possible only through electrical innervation. Most likely, 
this happens at this time point, according to the visceral theory of 
synchronization of the brain with all organs. The big drawback of 
my theory is that proving it requires working directly with cancer 
patients. It is not difficult to catch the sync signal and even to create 
a signal for desynchronization. This approach would deprive the 
cancer of its patron, thereby possibly leading to shrinkage of the 
tumor and its destruction.

Conclusion
Thus, this review has shown how important electrical stimulation 
is for the treatment of a wide range of diseases. It has been shown 
that electrical stimuli of different modality have different degrees 
of impact on structures. 

It has been shown that at different frequencies of stimulation, 
the effect can be either enhanced or weakened. Today, electrical 
stimulation is a much underestimated technique and uses only 
simple stimuli, although modern equipment allows you to create 
complex electrical impulses. This provides endless possibilities 
for the detection and treatment of various diseases, including 
such complexly structured diseases as cancer. 

The theory put forward in this review allows a fundamentally new 
look at this disease, its origins and treatment.
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